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Abstract

Traditional ARQ-based reliable protocols for unicast
(e.g., TCP) as well as multicast (e.g., Horus [24], RMTP
[15], etc.) use sequentia numbering of data units and de-
tect losses from discontinuitiesin the sequence of received
packets. The Application Level Framing (ALF) [7] model
encourages application control over loss-detection and re-
covery. With sequence numbers, the application must ex-
pressitsreliability requirements using sub-sequences of the
sequence space. This is both cumbersome and restrictive
for applicationsthat have no a priori knowledge of thedata
stream. Distributed whiteboard applications, webcast, and
file system multicasting are some examples of applications
where data is continuously generated and receivers cannot
predict which sub-sequences must be received reliably.

In this paper, we propose an dternative data naming
scheme which enhances the expressibility of applications
reliability and ordering requirements. We apply the new
data naming scheme to build aframework for light-weight
Scalable, Reliable Multicast (SRM) sessions, and develop
a State Announcement Protocol (SAP) for loss detection.
Using simulations, we study the scaling behavior of SAP
and show that the protocol scales well for large group
sizes. We also suggest heuristics for certain classes of ap-
plicationsthat improve the convergence times and message
complexity of the protocol.

1 Introduction

Widespread deployment of IP multicast [9] and the
MBone [10] has made it possible to carry on large-scale
multi-point communication. Applications like digital au-
dio, video, and whiteboard are gaining popularity as desk-
top conferencing tools, as are other emerging applica-
tionsincluding webcasting [13], file system multicast, dis-
tributedinteractivesimulation[22], network games|[5], etc.
All these applications have common requirements — scal-
able, reliable, flexible multipoint communication. How-
ever, each application differs significantly from the other
in delay requirements, bandwidth characteristics, ordering
guarantees, and degree of reliability.

*Thiswork was supported by ARPA contract N66001-96-C-8508

In an earlier paper, Clark and Tennenhouse [7] pre-
dicted that numerous, heterogeneous distributed applica-
tions would emerge and protocol designers would have to
design network protocols with thisin mind. Their solu-
tion to overcome heterogeneity in applications was to in-
volve the application in protocol decision making, which
they called the Application Level Framing or ALF model.
Their work stressed the need for a presentation layer, but
[eft it as an open issueto design, implement and eva uate a
generic system for achieving this.

In retrospect, a transport protocol like TCP, whose de-
signers adopted the one size fits all approach, has had to
be retrofitted against each new type of network technol-
ogy ranging from wireless [2] to satellite links, and each
new application, e.g., T-TCP [3] for WWW transport. The
ALF or framework approach has been suggested for re-
liable multicast [12]. While previous work on the scdl-
able, reliable multicast protocol suggested an architecture
for a framework-based approach, no comprehensive set of
mechanisms was specifically proposed. In this work, we
propose generalized data naming, a key component of the
ALF moddl.

The rest of this paper is organized asfollows: Section 2
explainstheneed for generalized naminginthe ALF model.
The details of the naming scheme are described in Section
3. Section 4 shows how generaized data naming can be
used in a framework for reliable multicast. Extensions to
the scalable, reliable multicast protocol are discussed in 5.
Section 6 presents simulations of the new agorithm under
various scaling scenarios. We survey related work in 7 and
concludein 10.

2 ALF and Data Naming

In traditiona transport protocols such as TCP for uni-
cast and RMTP[15] for multicast, thedatanaming istightly
coupled with the error control. A sequence number is the
minimum amount of information that is required for error
detection and recovery in the absence of any other informa-
tion from the application. However, the ALF model rec-
ommends application participation in error detection and
recovery. For applications to express their reliability and
ordering requirements, simple sequence numbers are often



cumbersome and sometimes insufficient.

For example, consider the problem of file system mir-
rorring, where updates are made to a master copy and need
to be propagated to al the mirrors. The current solution
is an offline approach that involves collapsing a structured
file system into a linear stream of bytes, using the UNIX
utilityt ar or some equivalent, and unicasting the resulting
stream to multiple mirrors. This method suffers from two
defects: mirror copies can beout of datefor periodsof time
depending on the frequency of updates. For continuously
evolving file systems this delay is often undesirable. This
method also makes inefficient use of bandwidth because it
transmitsan entire copy of thefile system by unicast instead
of multicasting the changes. A different approach to file
system mirroring is an online, instantaneous approach us-
ing reliable multicast and sel ectively choosethe portions of
thefile system that require updates or repair using ageneric
naming scheme.

Another, more recent, example of a multicast applica
tion that can benefit from application level participationin
error detection and recovery is distributed whiteboard ap-
plication. TheLBL wb [16] application uses atwo-level hi-
erarchy of pages and drawing operationsto structure data.
In order to enhance scal ahility, the application participates
in error detection and recovery.

In the context of receiver-driven reliable multicast pro-
tocolssuch asthe Scal able ReliableMulticast (SRM) proto-
col, wherethe session dataisassumed to exist in the session
at any giventimerequiresan unlimited amount of buffering
in thetransport protocol. ALF pushesthisresponsibility to
the application and the transport protocol can query the ap-
plication, using upcalls[6], to retrieve the missing data. In
order to enable application participationvia upcalls, there
isaneed for a common syntax that both the applicationand
the transport under stand.

3 Hierarchical Naming of Application Data
Units

Hierarchical naming is sufficiently general for most ap-
plicationsof interest. We use filename- or URL-like names
for each application data unit (ADU). Hierarchical naming
allowsdatatransmission from one part of the name spaceto
be interspersed with transmission from another. With this
extension to traditiond reliable protocols, we need addi-
tional mechanism to detect and recover from errors. Each
application can also map data units into the hierarchica
data space supported by the transport protocol. This map-
ping is flexible and under application control. The new
naming scheme providesacommon syntax that both the ap-
plication and the transport protocol can reason about. To
see how hierarchical naming improves expressibility of ap-
plication requirements and enables application control in
protocol functions, consider the case when a MediaBoard

user@hearst : /
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ESIH Makefile '
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L _ /usr/src/Makefile :

Figure1: Exampleillustrating containers

[20] wantsto selectively repair 10sses on the current active
page(s). With the new naming scheme, expressing thesere-
quirements trand ates added flexibility to the applicationin
responding to the transport protocol’ s notification of 1osses
of data units other than the current active page.

3.1 Containers

Very often most applicationsof concern request reliable
and ordered delivery a some granularity of data units. To
provide a default behavior for such applications, the name
space allows containers which are ordered sequences of
data blocks, at the lowest-level of the hierarchy. Figure 1
illustrates this concept.

We al so associate with each node of the datatree, asig-
nature. The function of the signature is to map a data tree
into a fixed length quantity. The signature of a nodeis de-
fined recursively as follows

last_ , M is a container.
o(n) = { H(o(e1),...,o(en)) yc1,...cn are
children of n
)
For leaf-level containers, the signature is the last se-
guence number initssequence. For internal nodes, thesig-
nature is computed as a hash function of the signatures of
itschildren. A good example of ahash function that is suit-
ablefor thisisMD-5 [21]. The likelihood of mapping two
different trees to the same hash value is vanishingly small.
This feature of MD-5 makes it well-suited for the purpose
of representing the tree as a unique (with high probability)
fixed length quantity.

3



A problemwithlong ASCII ADU namesisthat they in-
cur alarge per-packet overhead, especialy for small pack-
ets like those in MediaBoard [20]. We propose a solution
to this problem in the following sections.

3.2 Container Descriptors

Each container ismapped to afixed length container de-
scriptor and used as an identifier in packets. Explicit bind
messages are used to disseminate the mapping information
to receivers in the session. The container descriptor is as-
signed by the source that generated it.

Assigning container descriptors deterministically has
the following inconsistency problem. Consider the prob-
lem of source crashes, where asourcefailsafter generating
some ADUs. Assume also the same source recovers from
the failure and re-joins the session. New ADUs generated
re-use the container descriptors that were already created
duringan earlier incarnationinthesession. Inorder toover-
come thisinconsistency problem, each source picksan ini-
tial sequence number randomly. An identical problem in
TCPissolved in asimilar manner using a randomized Ini-
tial Sequence Number (ISN) [23].

In order to survive network partitions and avoid wrap
around, we make the container descriptor a 32-bit integer.
This can sustain network partitionsof about 11 hoursonthe
average for a session using 128 Kb/s on the average, and
200 B ADUEs, typical of whiteboard applications.

4 Naming and Reliable Multicast

Floyd et al. [12] proposed the ALF mode for light-
weight sessions and scalable, reliable multicast. Although
the application and the transport protocol were closdly cou-
pled inwb, theimplementation lacked a generic framework
for light-weight sessions. With generalized data naming it
is possible to devel op a customizable framework for appli-
cations that desire reliable multicast.

SRM uses two mechanisms to recover from losses —
receiver-initiated repair requests, and source-initiated ses-
sion announcements. Repair requests are used to recover
fromlossesthat can be detected by thereceiver, from adis-
continuity inthe sequence numbers. If thelast few bytesare
lost inatransmission, receivers have no way of discovering
such aloss on their own. Session announcements are peri-
odic messages, containing the last sequence number trans-
mitted so far, that a source multicasts to the session. Re-
ceivers use thisinformation to recover from tail losses.

In order to use generic naming for light-weight recei ver-
driven reliable multicast, we need a different mechanism
for discoveringlosses. We devel op anew State Announce-
ment Protocol (SAP) for recovering from tail losses in a
container, losses of whole containers or branches of the
ADU tree. The SRM repair request mechanism is used to
recover from losses within a container.

5 State Announcement Protocol

SAP is designed to discover the location of losses that
the receiver cannot deduce otherwise (i.e., lost containers
and tail losses within a container). It uses the signature of
the tree to determine the location of aloss. The sourceini-
tiatesthe protocol by multicasting an UPDATE message pe-
riodically. ' The UPDATE message carries the signature of
anodeinthe ADU treeand alist of signaturesand | abel s of
itschildren.?

A receiver that hears an UPDATE message comparesthe
value of the signature advertised in the packet againgt its
own. If thereisamismatch, thereceiver determines which
children nodes conflict and multicasts a QUERY message
for those nodes. The source, or any ELI G BLE receiver
can respond to thismessage with anew UPDATE. If there-
celver mismatches on a leaf-level container, (i.e, | ast _
#+ gsignature), a repair request is scheduled for the inter-
va [l ast _, signature]. The receiver also advances the
right edge of the container to the valuejust received in the
UPDATE message. Thisis necessary to avoid detecting the
same loss more than once. The repair request machinery is
persistent and eventually repairstheloss.

Thisis shown below in pseudo-code.

Agent / Message/ SRMSAP receive p
{

$§é|f parse p;

set local [$self get-hash $nane.]
if {$local !'= $sig-} {
if {$self isleaf $name_} {
# Schedul e SRM RREQ
$sel f schedrreq [$l ocal, $sig.l]
set eligible. 0
return

3

# Schedul e QUERY nessage for

# of fending child

set child. [$self cnp $nane]

$sel f sched_query $nane/ $child]
} else {

set eligible. 1

}

}

5.1 Backoff and Suppression

The SAP protocoal, like SRM repair requests, multicasts
everything. In order to avoid multiplemembers from multi-
casting the same message (UPDATE, or QUERY), the proto-
col uses atechnique similar to SRM. Each message isheld
back for arandom amount of time dependingonthe RTT to
the source. Thisgives a chance for members to suppress a

1 To avoid synchronization between different sourcesin a session, we
randomizethe period. [11]

21f the maximum packet length cannot accomodate the entire list, the
source may split thisinformation across more than one packet.



Send QUERY, Set timer T

J

Backoff Don’t Backoff

Timer T fires

Figure2: Modification to member’s state machine to avoid
fal se backoff

message if an identical message is heard. For very large-
scale sessions, however, multicasting every control mes-
sage to the entire group consumes preci ous bandwidth, and
is unnecessary if the number of members experiencing a
given lossissmall and localized. In order to limit the traf-
fic, local recovery schemes may be used to limit the scope
of state announcement messages.

With backoff and suppression, each receiver sends a
query only if it has not already heard an identical one. If
areceiver does hear an identical query from another partic-
ipant in the group, the timer for that query isexponentially
backed off. The exponentia backoff strategy workswell if
suppression works perfectly and there are never any dupli-
cates. If more than one copy of a message are multicast,
members backoff their timers more than is necessary. This
condition of false backoff can be solved by extending the
state machine of each member with the extra state Don’ t
Backof f , shownin Figure2. When aquery has just been
transmitted or suppressed suppressed by an identical mes-
sage, thepending query movestostateDon’ t Backof f,
whereit doesnot react to similar query messages. Thetran-
sitionback totheBackof f state happenswhen atimer ex-
pires. The value of thetimer is set to the perceived maxi-
mum round-trip time to any host in the session.

In response to a query, each receiver sends the current
hash value of the requested node from the local tree. Itis
possible that some members match in a previous update,
but have lose subsequent dataand updates due to transient
congestion. To prevent a member with an out-of-date tree
from responding to queriesfrom more up-to-datereceivers,
each message carries a timestamp. Each receiver main-
tainsatimestamp per tree. The original source timestamps
its update messages with a local timestamp. If areceiver
matches at the root of the tree it advances its timestamp
to the timestamp on the update message. The receiver in-
cludes the tree's timestamp with each update message. To
avoid sending stale updates, a receiver refrains from re-
sponding to aquery if thelocal timestamp isolder than the
timestamp on the query.

5.2 Heuristicsfor Announcements

The recursive descent method described above takes
time proportional to the depth of the tree and the average
RTT to converge. Heuristics can be applied in order toim-
prove the convergence time. The recursive descent proto-
col described abovedoes not use application-level informa-
tionin selecting the contents of update messages. Thereare
severa application-leve policiesthat can beinvoked at this
stage to determine what update informationto send in each
packet.

Working Set Approach

A heuristicused by wb isto send updatesfromthe cur-
rently active pages. This heuristic can be generalized
to tree-structured data. Only those banches of the tree
that have had recent activity are updated. When anew
receiver joinsthe session, the entire name space needs
to be discovered. By selecting the right branches to
guery, the receiver can improve the latency for those
data items. This heuristic is general enough for the
transport protocol to carry on independently of the ap-
plication. In addition to the existing mechanisms, this
heuristicwould require SAPto maintain aworking set
of containers, and age containers from this set as new
active containers get touched. Each periodic update
message sends updates for containers from the work-
ing set.

Skipping Long Chains

If the source encounters achain of nodes at some stage
during the descent, the chain can be skipped and the
signature of the first higher degree node can be trans-
mitted in the update message. Since all messages are
statel ess, and contain all the information required for
lookup, this does not affect the receiver that sent the
guery. We evaluate therelative performance improve-
ment with this scheme in the following section.

6 Performance Evaluation

We used simulationsto study the behavior of SRM with
SAP In this section, we present the methodology and re-
sultsof simulations.
6.1 Extensionstons

We studied the behavior of SRM in combination with
SSAP using simulations. The simulations were written in
ns [18] writtenin C++ and Tcl/Tk. At the time we started,
ns did not have a built-in reliable multicast module. We
implemented SRM with scalable repairs and responses. ns
has a split software architecture with objectsliving in C++
or Tcl/Tk [19] or both. We implemented an SRMAgent
module that runs the basic SRM timer mechanisms with
suppression and backoff. The naming data structure (k-ary
trees, with ASCII labels at each node) was implemented in



C++. 3. The SAP protocol was implemented in OTcl [25],
since OTcl is convenient for prototyping various policies.

The data for the session was from randomly generated
traces. In all our experiments we used one source. Inter-
arrival times for session data were picked from a uniform
random distribution. Weused random treeswith sizesvary-
ingfrom 15to 50 nodes. An example of the 15-nodestopol -
ogy is shown in figure 4. Cross traffic was generated us-
ing TCP connectionsrunning ftp. On the average we main-
tained one congested link per 4-5 nodes. ns packet traces
provided information on packet drops. A singlerun of 100
seconds with a 45-node toplogy took about 20 minutes of
real timeon a200 MHz Pentiumwith 64 MB of RAM. NFS
and disk I/Owerethebottleneck. Inorder to stresstest SAR,
we restricted all containers to have a maximum seguence
number of exactly 1. In thiscase, each packet drop trans-
lates to the loss of a container and can be recovered only
with state announcement messages.

Source

. Receiver Congested Link

. Source

Figure 4: Example simulation topology

6.2 Maetrics

We describe the main metrics we employed to evaluate
the state announcement protocol and its variants.

Convergence

Convergenceisreated to the elapsed timefrom thein-
stant at which a packet isdropped inthe network (as a
result of overflow at arouter queue) to the instant that
areceiver receives the packet. We measure the worst
case convergencetimein our smulations, i.e., thetime
from thedrop totheinstant thelast receiver repairsthe
loss. Recall that the convergence time has three com-
ponents, the average waiting time for the first update
fromthesource, thetimetaken to discover thelocation
of theloss using SAP, and therecovery time using re-
pair requests and replies using SRM repair requests.

3 The extensionsto the simulator and the scripts used in this project are
available at http://www.cs.berkeley.edu/Suchi/research/srm/ns.tar.gz

In al the experiments, the number of 1osses was kept
constant. In an initial implementation of the protocol,
areceiver would discard a packet if the timestamp on
the packet was earlier than the current timestamp on
the corresponding ADU tree. However, for small val-
ues of the SAP announcement period, this results in
thrashing. The period istoo short for the SAP proto-
col to descend to the leaf-level containersto schedule
arepair request. For small values of the update period
(< 0.7s), the session never recovers from container
losses. We changed the protocol after observing this
effect to reject old packets only if they were updates.
For query packets, the SAP protocol simply sends its
current view of the requested node.

Figure6.2 showsthe convergence behavior of the state
update protocol with varing periodicity of updates. At
small values of the period, SAP updates and queries
consume alarge amount of the session bandwidth, fur-
ther increasing congestion onthebottleneck link. This
combined with premature packet discard, results in
large convergence times. The number of packets re-
covered in a given amount of smulation timeis also
small for high frequency state announcements, as seen
in Figure6.

There is a tradeoff between the amount of bandwidth
expendable on control messages such as updates and
gueries, and the sluggishness of the protocol in dis-
covering and reacting to losses. When the number of
sources in the session isincreased, the share of band-
width available to a single source drops. The operat-
ing pointonthecurveinfigure 6.2 dependsonthefrac-
tion of control bandwidth that the source isentitledto.
4

Scalability with session size

Our metrics for scalability are the number of copies
of amessage seen in a session, which isameasure of
goodness of suppression. We also measured conver-
gence times with increasing session size,

Effectiveness of Suppression
The chief concern with multicasting control
messages such as repair requests, state updates
and state queries is the amount of bandwidth
consumed in very large session sizes. Inorder to
evaluatethe effectiveness of suppressionin SAP,

4 Later in the paper, we describe how application-level receiver interest
can be used as a hint in allocating bandwidth between different sources.
Thisreguiresthat the receivers send back status reportsto the sessionina
scalableway.
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Convergence of SAP for a 15-node topology
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Figure 5: Convergence of SAP with decreasing frequency
of updates

we looked at the number of copies of each con-
trol message multicast to the group. Figure 7
shows this behavior as the group size is scaled
up to 50 nodes. For SAP updates, the average
number of copies per message was about 3, and
remained approximately constant with increas-
ing session sizes. Ontheaverage, about 2 copies
of a query message are transmitted to the ses-
sion. This too, remains roughly constant with
large group sizes.

From running several simulationsfor each topol-
ogy, we observed that the success of suppression
depends heavily on the choice of timers. This
in turn relies on accurate RTT estimators. For

14

12

10

Number of losses recovered

Convergence of SAP for a 15-node topology

H Average number of losses recovered —— -

! ! ! !

0 2 4 6 8 10

State Update Period (seconds)

Figure 6: Number of packets recovered in 100 seconds of
simulated time

very large sessions, on the order of millions, this
involves maintaining heavy-weight state at the
end-points. However, with local recovery, and
about 50 nodes per local region, suppression en-
sures that a small constant number of messages
will be transmitted to the local group.

Convergence Times

Figure 8 shows the convergence behavior of the
protocol with increasing session size. In each
of these simulations, the period of the session
timer wasvaried between 5 and 8 seconds. From
the graph we see that the convergence time does
not change very much as we increase the ses-
sion size. The convergence timeisdependent on
the SAP announcement period, the depth of the
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Figure 7: Suppression of State Announcement M essages

ADU tree (in the absence of heuristics), and the
backoff timers used during repair.

These experiments were performed for asingle
source. With multiple data sources, and in the
absence of congestion-control or rate-control,
thelikelihoodof congestionishigher. Thiscould
potentiallylead to greater losses in the network
and cause the discovery-cum-repair process to
take longer. The right solutionin that case isto
somehow signal this condition to the source and
throttleits sending rate. At thetime of thiswrit-
ing, there have not been conclusive studies on
congestion control.
Heuristics

We implemented the short circuit heuristic de-
scribed earlier in section 5.2. For data spaces
with average width 10, and depth 13, we see
that the convergence times are better with the
heurictic. Recdll that the overhead is composed
of 3 components — time to receive next state an-
nouncement, time to discover loss, and the time
to repair it. The short circuit a gorithm reduces
the second component of the delay. We see an
improvement of about 20% in delay with this
scheme.

7 Redated Work

There has been a lot of recent and ongoing work in
reliable multicast. Several groups have proposed to use
a generic naming scheme. Specifically, a recent Internet
draft [8] on RMFP proposesatwo-layered data stream with
OIDs and segquence offsets. However, each object simply

Convergence times in large sessions
20 T T T T

T

Spread in convergence times o
Average Convergence Time (s) ——

15 !

<
<
10 8
8

15 20 25 30 35 40 45
Session size

Figure 8: Convergence with increasing session size

represents a subsequence of the sequence space. The au-
thorsdo not describe how objects are discovered by there-
celversin the event of aloss. This scheme appears to be
inflexiblefor general applicationslikefile-system multicas-
ting. It isaso unclear how to map objectsinto OIDs.

8 Statusand FutureWork

SAP hasbeenimplemented and eval uated inthe network
simulator ns version 2 [18]. We plan to move the gener-
alized naming scheme and the SAP protocol into the ex-
isting SRM implementation in the MASH shell [17]. We
also plan to useit to develop real world applications such
as MediaBoard [20], WebCast [14], and floor control ap-
plications. Thereal challengeto using ALF isin designing
theright programming interface. Experience with building
the vast suite of multimediaand file transfer-type applica-
tionsthat are within the scope of the MASH project can be
invaluable in designing the right API. We see this scheme
isakey enabler of the ALF or framework approach where
code and protocol machinery can be re-used across many
applications, while still retaining flexibility and customiz-
ability.

Other areas for exploration are generic and application-
specific policies in sdlecting information transmitted in
state update messages. The heuristic of sending the most
activek containersiswell-suited to shared whiteboardsand
file system mirroring applications.

9 Implementation Notes

We have charted out a scheme for implementing SAPin
the SRM toolkit in mash. The packet formats for the vari-
ous additional packets are shown in the figures below. By
mapping each child nodeat alevel onto asequence number,
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Figure 10: Trieimplementation of hierarchical data

we make the mechanism for SAP queries the same as the
mechanism for repair requests. The data structure now re-
semblesatrie, shownin Figure 10. Thismodification leads
to a common structure for both request and query mes-
sages. We also plan to implement variabl e length sequence
numbersfor long-lived sessionswith huge amountsof data.
Other factorsthat affect the implementation of generalized
naming are interactions with SRM archiving agents. We
plan to explore this topic with recent experience gained in
developing a prototyperecorder for SRM streams [4].

10 Summary and Conclusions

In this paper, we motivated the need for structured data
name spaces, and proposed a heirarchical scheme for data
naming. Hierarchical data naming that mirrors application
data names can introduce a high overhead if these names
are transmitted with every transmission unit. In order to
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overcomethis, we proposeamapping scheme from nameto
fixed lengthinteger. Weappliedthegeneral naming scheme
to reliable multicast and extend SRM with a state annouce-
ment protocol to discover and recover fromlossesin hierar-
chical name spaces. We used simulationsto study the per-
formance impact of such a scheme and find that the proto-
col scales well to large group sizes. With multiple sources,
each source consumes itsfraction of the control bandwidth
for state announcements. Alternativesto equa sharing in-
volve voting based on receiver interest [1]. Hierarchical
naming provides aframework for hierarchica rate-control
among the different containersand interna nodes of the hi-
erarchy.

Work on scaling control traffic to extremely large ses-
sions by limiting its scope has received considerabl e atten-
tion in the recent past. Any solution proposed for local re-
covery can be used profitably in the SAP protocol. Report-
ing only a summary of the messages heard in alocd area
to “higher-ups’ inthe multicast distributiontree can reduce
the amount of redundant traffic generated by global multi-
cast.

One possible implementation of containers is by us
ing multiple multicast groups (MMGs) by mapping a few
containers to a single multicast channel. MMGs facilitate
receiver-driven reception of selected containers. SAP can
be used to discover the mapping and aso detect lost con-
tainers. MM Gsare merdly adifferent way of implementing
hierarchical data, and do not solve the problem of discov-
ering the structure of the hierarchy.
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